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Abstract: In this paper we are purposing a 

system by which we can detect the image 

text and convert into the text form .for which 

we firstly apply MSER (Maximally Stable 

External Region) detection to detect 

character candidates. After that some text 

features by which the text can be recognized. 

After recognizing the text, reject the false 

positives. 

 

1. INTRODUCTION 
Automatic text recognition is one of the 

hardest problems in computer vision. An 

essential prerequisite for text recognition is 

to robustly locate the text on the images. In 

real life there is so essential, a method by 

which the image text of newspaper, book 

and so on, converted into editable text for 

good visualization and avoidance of noise 

which is in the background of the text. 

Recognition of text from an image in bulk in 

quantity is quite complex problem in the eye 

of computer. This is due to wide variety of 

text. All texts are of different in font, 

thickness, color, size, texture, orientation, 

lightening and many more. 

To resolve these problems we define a 

system by which the identification of  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

character is easy and probably recognized all 

the text which is in the image.  

The main contributions of this paper are, in 

first place, a new segmentation method 

based on a combination of MSER and a 

locally adaptive thresholding method, and 

secondly, a thorough study on different 

simple and fast-to-compute features to 

distinct text from non-text. 

 

2. PURPOSED SYSTEM 
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1. Input Image 

As an input we take an image which contains the 

visible text in bulk amount, which we have to 

recognized and converted into the text form. 

2. Contrast Enhancement 

As we know that all images is made up of the 

combination of three colors Red, Green and 

Blue which is known as RGB.In this part we 

convert the color image into gray this is because 

the image which contains text is categories in 

two parts according to its intensity, firstly the 

text is in high intensity and its background is in 

low intensity and another is that the text is in 

low intensity and the background is in the high 

intensity. In gray conversion the high intensity 

converted into deep black and low intensity is 

converted into gray which can be easily 

bifurcated by text and its background. Gray 

conversion by using this formula: 

(0.299*R+0.587*G+0.114*B) 

3. MSER Detection 

MSER is introduced by Matas et. al. As we 

earlier discuss the character is quite different 

from its background. So using MSER, it is very 

easy to detect this is why MSER having the 

following properties: 

• Invariance to affine transformation of 

image intensity 

• Conversion to adjacency preserving 

• Stability: Since only External region 

whose support is virtually unchanged 

over the range of threshold Selected. 

 

• Multiscale detection: Since no 

smoothing is involved both vary fine 

and very large scaleis detected 

• The set ofall external region can 

beenumerated in O(loglogn) where n is 

the number of pixels in the image.  

Here in this system the threshold delta value is 

defined is 1, this is because to detect most part 

of the image. 

4. Text Features 

To recognize the text, define some features of 

character by which we can identify the 

character. This is mentioned below: 

I. Occupy Rate: It is defined as the total 

area in which the text is present. Here it 

is defined as (area/height*width). 

II. Bounding Box: It is the box in which the 

object is bounded in a rectangular box. 

III. Aspect ratio: It is the ratio of the max 

(width, height) to the min (width, 

height) of the character. Mathematically, 

Aspect ratio: max (width, height)/ min 

(width, height) 

IV. Compactness: It defines the spacing 

between the object. Mathematically, 

Compactness: (area /perimeter ∗ 

perimeter). 

V. Solidity: It is defined as the 

(area/convex area) where convex area is 

the smallest convex polygons that 

contain the region. 

VI. Stroke Width Transformation: It is 

defined as the space between the widths 

of the character. Here we calculate the 

stroke width by distance formula: ((x1-

x2)
2+ (y1-y2)

2)1/2. 

VII. Eccentricity: It is the ratio of the 

distance between the foci of the ellipse 

and its major axis length. The value is 

between 0 and 1.An ellipse whose 

eccentricity is 0 is actually a circle, 

while an ellipse whose eccentricity is 1 

is a line segment. 

VIII. Extent: It is the proportion of the pixels 

in the bounding box that are also in the 

region. Computed as the Area divided 

by area of the bounding box.  

 

4. Connected Components: 

It is used to group the adjacent character to make 

the words meaningful and reject the false 
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positives, which is based on the text features as 

previously defined. 

Purposed algorithm: 

1. Take an image as input. 

2. Convert it into gray scale though 

modifying the rgb property. 

3. Apply MSER to detect the character 

candidates. 

4. Checking text features: 

i. Occupy rate 

ii. Bounding box 

iii. Aspect Ratio 

iv. Compactness 

v. Solidity 

vi. Stroke width Transform 

vii. Eccentricity 

viii. Extent  

3. OUTPUT AND RESULTS  

 

 

A] Input image: 

 

Fig 1: image text for input data 

 

 

 

 

 

 

B] MSER region: 

 

Fig 2: show the MSER region 

C] Non-text region: 

 

Fig 3: shows after removing non-text region 

based on geometric property 

D] Stroke width region: 

 

Fig 4: shows stroke width image 
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E] Detected Text: 

 

Fig 4: shows the detected text 

 

4. CONCLUSION 

From earlier we can only detect the title of the 

document or the vehicles number plate and so on 

only. Now by this system the whole document is 

easily detect and can be modified as we want, 

(text can be added, removed and many other). In 

this method we can detect the approx. 80% of 

the image text. 
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