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Abstract:- In computers, parallel processing is processing of program instructions 

by dividing them among multiple processors with  objective of running a program 

in less time. In this paper we have explain 

concept of cache & ram & customization of existing algorithm to provide 

additional support. We have study to simulation of enhanced gang scheduling 

algorithm with additional parameters

traditional & proposed Methods. 
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[1] Introduction 

Gang scheduling is a scheduling algorithm for 

parallel systems that schedules related threads or 

processes to run simultaneously on different 

processors. Usually these would be threads all 

belonging to  same process, but they may also be 

from different processes. For example, when  

processes have a producer-consumer relationship, or 

when they all come from  same MPI program. 

 

Fig 1 Gang scheduling 
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In computers, parallel processing is processing of program instructions 

g them among multiple processors with  objective of running a program 

in less time. In this paper we have explain to speed up processing by introducing 

m & customization of existing algorithm to provide 

additional support. We have study to simulation of enhanced gang scheduling 

algorithm with additional parameters &  also  make comparative analysis 

Gang scheduling,  

Gang scheduling is a scheduling algorithm for 

parallel systems that schedules related threads or 

processes to run simultaneously on different 

processors. Usually these would be threads all 

nging to  same process, but they may also be 

from different processes. For example, when  

consumer relationship, or 

when they all come from  same MPI program.  

 

 

Gang scheduling is used so that if two or 

threads or processes communicate with each other, 

 

 

they would all be ready to communicate at  same 

time. If they were not gang-scheduled, then one could 

wait to send or receive a message to another while it 

is sleeping, & vice versa. When processors ar

subscribed & gang scheduling is not used within a 

group of processes or threads which communicate 

with each other, it can lead to situations where each 

communication event suffers  overhead of a context 

switch. 

[2] Multiprocessor Scheduling  

In computer architecture, multithreading is  ability of 

a central processing unit or a single core in a multi

core processor to execute multiple processes or 

uniprocessor systems, shortest job first is a well

known algorithm for batch scheduling
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Gang scheduling is used so that if two or more 

threads or processes communicate with each other,  

they would all be ready to communicate at  same 

scheduled, then one could 

wait to send or receive a message to another while it 

is sleeping, & vice versa. When processors are over-

subscribed & gang scheduling is not used within a 

group of processes or threads which communicate 

with each other, it can lead to situations where each 

communication event suffers  overhead of a context 

 

uter architecture, multithreading is  ability of 

a central processing unit or a single core in a multi-

core processor to execute multiple processes or In 

uniprocessor systems, shortest job first is a well-

scheduling.  
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Fig 2 Computer architecture

The analogous algorithm for a multiprocessor

choose  process needing  smallest number of CPU 

cycles, that is  process whose CPU-count X run

is  smallest of  candidates concurrently, appropriately 

supported by operating system.  This approach differs 

from multiprocessing, as with multithreading 

processes & threads share resources of a single or 

multiple cores:  computing units,  CPU caches, &  

translation look side buffer. 

Classification of multiprocessor systems

Loosely coupled or distributed multiprocessor or 

cluster: each processor has its own main mem

I/O channels. 

Functionally specialized processors: 

an I/O processor, controlled by a master processor

 

Make   allocation 

Schedule each 
processor based 
on allocation 

Are all these 
schedules feasible 

Output schedule Check stopping 
criterion 

Declare failure 
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continue 

                  stop 

omputer architecture 

multiprocessor is to 

smallest number of CPU 

count X run-time 

concurrently, appropriately 

This approach differs 

from multiprocessing, as with multithreading 

& threads share resources of a single or 

multiple cores:  computing units,  CPU caches, &  

Classification of multiprocessor systems 

or distributed multiprocessor or 

each processor has its own main memory &  

 an example is 

controlled by a master processor 

 

Tightly coupled multiprocessing:

common main memory, controlled by

system 

Parallel computing 

In parallel computing multiple processors have to be 

scheduled, & it needs to manage  resources for all  

processors.  

 

 

 

 

 

 

 

 

                                                      

 

 

 

 

 

 

Fig 3 Parallel Computing

In managing  resources for multiple processors, it 

should be ensured that, there should not be any 

overlapping of  resources, & it should not give any 

conflicting results. So scheduling in multiprocessors 

is more difficult than scheduling in a single processor 

unit. 

[3] METHODOLOGY 

In computing, scheduling is method by which work 

specified by some means is assigned to resources that 

complete work.  Work might be virtual computation 

elements such as threads, processes or data flows that 

Change 
allocation 
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CPU 1 

Data 
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controlled by  operating 

In parallel computing multiple processors have to be 

scheduled, & it needs to manage  resources for all  

                                                      Parallel Computing 

Parallel Computing 

In managing  resources for multiple processors, it 

should be ensured that, there should not be any 

it should not give any 

scheduling in multiprocessors 

is more difficult than scheduling in a single processor 

is method by which work 

specified by some means is assigned to resources that 

complete work.  Work might be virtual computation 

elements such as threads, processes or data flows that 
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are within turn scheduled onto hardware resources 

such as processors, network links or expansion cards.

A scheduler is what carries out scheduling activity. 

Schedulers are a lot implemented so they stay all 

computer capital busy allow more than one users to 

share scheme resources effectively, or to achieve a 

predefined quality of service.  

Dynamic multithreaded programming

As multiprocessor systems have been increasingly 

available, interest had been grown in parallel 

programming. Multithreaded programming

involves a programming paradigm in which a single 

program is broken into more than one 

control which interact to solve a single problem. 

 

[4] RESULT & DISCUSSION 

In this paper we have discussed use of multithreaded 

based processor.  code of gang scheduling has been 

take as base so that  calculation could be made fast. 

Here  requirement & availability have been specified 

according to traditional model of gang scheduler. 

After that implementation of proposed gang 

scheduler that is supporting coprocessor, ram & 

cache have been discussed here. 

Simulation of central processing unit performance
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computer capital busy allow more than one users to 

share scheme resources effectively, or to achieve a 

Dynamic multithreaded programming 

As multiprocessor systems have been increasingly 

available, interest had been grown in parallel 

Multithreaded programming 

involves a programming paradigm in which a single 

program is broken into more than one threads of 

control which interact to solve a single problem.  

we have discussed use of multithreaded 

based processor.  code of gang scheduling has been 

take as base so that  calculation could be made fast. 

Here  requirement & availability have been specified 

according to traditional model of gang scheduler. 

at implementation of proposed gang 

scheduler that is supporting coprocessor, ram & 

Simulation of central processing unit performance 

 

Fig 4 Plotting  chart to represent central processing 

unit performance 

 

Simulation in case of Multiprocessors

Following is diagram plotted using MATLAB 

simulator.  time taken by different processors has 

been stated in following figure.   

 

 

Fig 5 Plotting  chart to represent central processing 

unit performance 

Simulation in case of Unicode

processor 

Saving  time consumption by multiprocessor

of Unicode & multicore. Here we have discussed  

implementation of Unicode & multicore processor. 

 

Plotting  chart to represent central processing 

Multiprocessors 

diagram plotted using MATLAB 

simulator.  time taken by different processors has 

 

 

Plotting  chart to represent central processing 

Unicode & Multicore 

multiprocessor in case 

& multicore. Here we have discussed  

& multicore processor.  
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Fig 6 Comparative analysis of central processing 

unit performance in case of unicore & multicore

 

The above chart is representing  single core & double 

core by checking  time of calculation of arithmetic 

operation using MATLAB simulator. 

The following is  Matlab simulation a GUI has been 

developed. Here  requirement & availability has been 

mentioned for traditional. If user is going to use 

proposed implementation then he need to 

coprocessor, ram & cache details. 

Following is  implementation in case of traditiona

pattern.  histogram is plotted after inserting  

requirement & availability in traditional gang 

scheduling algorithm & a matrix is generated

 

Fig 7 Histogram is plotted after inserting  

requirement & availability in traditional gang 

scheduling algorithm 

Following is  implementation in case of proposed 

pattern.  histogram is plotted after inserting  

requirement & availability in proposed gang 

scheduling algorithm & a matrix is generated. Here  

number of coprocessor, ram & cache is specified. 

Then  performance factor of coprocessor, ram & 

cache is specified.  
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core by checking  time of calculation of arithmetic 

b simulation a GUI has been 

developed. Here  requirement & availability has been 

mentioned for traditional. If user is going to use 

proposed implementation then he need to 

Following is  implementation in case of traditional 
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istogram is plotted after inserting  

requirement & availability in traditional gang 

Following is  implementation in case of proposed 

pattern.  histogram is plotted after inserting  

requirement & availability in proposed gang 

scheduling algorithm & a matrix is generated. Here  

number of coprocessor, ram & cache is specified. 

ance factor of coprocessor, ram & 

 

Fig 8 Histogram is plotted after inserting

& availability in proposed gang scheduling algorithm

This implementation confirms that  use of ram, 

coprocessor & cache with their performance 

could raise  performance of traditional work. 

 

[5] Conclusion 

In this paper on  basis of implementation of research 

work,  conclusion ion has been made & discussed. 

On other hand, future scope of this research work is 

also presented. 

The multithreading idea  had go off to more all  range 

as hard work  to further develop teaching level 

parallelism have puzzled. This allowed concept of 

throughput computing to re-emerge from more 

specialized field involves transaction processing even 

though it is very difficult to further speed up a single 

thread or single program most computer systems are 

really multitasking among multiple threads or 

programs. Thus techniques that improve throughput 

of all tasks result within overall performance gains.

Conceptually it is similar to cooperative multi

tasking used within real-time operating systems, 

within which tasks voluntarily give up execution time 

when they need to wait upon some type of event. 

 

istogram is plotted after inserting requirement 

& availability in proposed gang scheduling algorithm 

This implementation confirms that  use of ram, 

coprocessor & cache with their performance factor 

could raise  performance of traditional work.  

on  basis of implementation of research 

ion has been made & discussed. 

other hand, future scope of this research work is 

multithreading idea  had go off to more all  range 

as hard work  to further develop teaching level 

parallelism have puzzled. This allowed concept of 

emerge from more 

specialized field involves transaction processing even 

t is very difficult to further speed up a single 

thread or single program most computer systems are 

really multitasking among multiple threads or 

programs. Thus techniques that improve throughput 

of all tasks result within overall performance gains. 
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when they need to wait upon some type of event. 
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This kind of multithreading is renewed as block 

supportive or coarse-grained multithreading.
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